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INTRODUCTION
  
In the livestock industry, the main concern is the 

availability of land, feed, and livestock. About 70% of 
the main feed for the cattle industry is grass. However, 
grass has low protein and high crude fiber contents, 
resulting in poor livestock digestibility. To improve the 
nutritional value of ruminant feed, grass as the main 
feed ingredient must be added to supplementary food 
or concentrated food, such as corn, dregs, and other 
similar foods, which increases the production costs. 
According to Abdullah (2010), the solutions are to 
provide quality forage in rations so that livestock per-
formance can be maintained as well as to reduce input 
from concentrate materials to reduce the cost of the ra-
tion. The alternative source of high-protein forage at a 
more economical cost is a combination of the main feed 
and Gramineae, one of which is sorghum. According to 
Ardiansyah et al. (2016), sorghum can be cultivated and 
developed in marginal and dry areas in Indonesia. The 
selection of sorghum as a significant feed on marginal 
lands is the best solution for ruminants’ forage supply. 
Etuk et al. (2012) stated that sorghum is often grown for 
forage or silage. Sorghum also has a greater biomass 
than corn (Rocateli et al., 2012). Forage sorghum can be 
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ABSTRACT

Efforts to improve feed quality by adding additional nutritional supplements can increase 
production costs due to the increased concentrate prices. Therefore, one option is to combine the 
main feed with forages containing a high protein source at a low cost, such as Gramineae (e.g., 
sorghum). This study aims to estimate the harvest time of sorghum when the biomass content, 
nutrients, and digestibility for livestock are in good condition using a machine learning algorithm, 
namely a decision tree. The stages of this study include the collection of observation data in the field, 
preprocessing, modeling, evaluation, and validation. Images and field observations are the primary 
datasets used. These datasets become the model input for the decision tree algorithm. The results of 
this study are the classification model for estimating harvest time with an accuracy of 98.86% and the 
rule that is generated by the decision tree model, the right time to be harvested are in the condition 
(Day After Planting > 77.5 days AND Day After Planting ≤ 84 days AND Diameter > 26 mm) or (Day 
After Planting > 84 days AND Height ≤ 138.5 cm AND Leaves > 8.5 pieces) or (Day After Planting > 84 
days AND Height > 138.5 cm). In conclusion, the rule generated from the decision tree algorithm can 
help estimate the fast harvest time of sorghum bicolor cv. Samurai 2.
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harvested as early as the flower or milk stage (Lyons 
et al., 2019). To obtain high-quality biomass and fiber, 
harvesting must be done at the right time. However, we 
will receive a decision based on the laboratory analysis 
results in a few days, and the right time should not be 
missed.

 In industrial era 4.0, information technology 
support is essential in various fields, including machine 
learning in the livestock sector. A decision tree, one of 
the machine learning algorithms, is a tree-like structure. 
Each node represents the value of the attribute being 
tested, each branch is the result of the test attribute, 
and the leaf represents a class or class distribution. The 
decision tree can be easily converted to the classification 
rules of Han et al. (2012). According to Sitanggang & 
Ismail (2011), two widely used decision tree algorithms 
are Quinlan’s ID3 and C4.5, which is an extension of 
ID3 and CART (Classification and Regression Tree), re-
spectively. Decision trees have been employed in several 
agricultural and animal husbandry studies (Maxwell et 
al., 2018; Klompenburg et al., 2020; McHugh et al., 2020). 
According to Larose (2014), the two leading algorithms 
for building decision trees are the CART and C4.5. In 
this study, the algorithm used is the CART algorithm. 
The confusion matrix measurement method was 
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employed as an evaluation method, with a measuring 
instrument in the form of a 2 (×) 2 matrix used to obtain 
dataset classification accuracy for active and inactive 
classes. According to Witten et al. (2017), the confusion 
matrix evaluates the classification model by determin-
ing which testing object is predicted to be true and not 
true. The confusion matrix is used to measure the ac-
curacy, precision, and F-measure values. According to 
Gorunescu (2011), the accuracy value has a diagnosis 
level with a value between 0.90 and 1.00 indicating 
excellent classification; 0.80 and 0.90 for good classifica-
tion; 0.70 and 0.80 for fair classification; 0.60 and 0.70 for 
poor classification; and 0.50 and 0.60 for a failure.

Several other studies related to sorghum use 
machine learning in addition to decision trees, such as 
those studies prediction of sorghum biomass (Masjedi 
et al., 2019), Sorghum Head Detection and Counting 
(Ghosal et al., 2019), and Yield Prediction of Sorghum 
and Machine Learning (Varela et al., 2021). This study 
aimed to make a rule decision to estimate the harvest 
time using a decision tree algorithm. It is hoped that the 
algorithm model can help estimate the accurate harvest 
time for sorghum bicolor cv. Samurai 2.

MATERIALS AND METHODS

The research area for this plant is in Jonggol 
Animal Science Teaching and Research of IPB Unit, 
Singasari Village, Malati Village, Jonggol District, Bogor 
Regency, above sorghum research land of one hectare 
at coordinates latitude 6°28’ 9.4”– 6°28’ 12.3” and longi-
tude 107°00’49.1” - 107°00’50.6”.

Sample Collection Dataset

The dataset obtained from the field observations is 
presented in a tabular format, as shown in Table 1, and 
images of the plant objects are presented in Figure 1. 
Every week, both are recorded and taken. A total of 1059 
tabular data points were obtained from 55 plant samples 
throughout one cycle, which lasted from the fourth 
week after planting to the 13th week of the first ratoon.

Methods

The research methodology has five main phases: 
a preliminary study, data collection, preprocessing, 
modeling, and model evaluation—each phase in this 
research flow cycle chart explains each process.

Preliminary study. In the research understanding 
phase, an estimation model for harvest time is devel-
oped through problem identification, formulation of 
research objectives, identification of research scope, and 
literature review.

Data collection. The data used for the research were ob-
tained from the field observations, starting from plant-
ing seeds to two harvests. Furthermore, the text data 
for recording observations in the field with the dataset 
attributes are presented in Table 1.

Preprocess. In the preprocessing stage, plant dataset 
records in which some data attributes have no or null 
value due to damaged sample data are deleted. Ignoring 
the tuple is not very effective unless the tuple contains 

Table 1. Dataset sorghum of bicolor cv. Samurai-2

No Attribute Data type Description
1 BLOCK Text Plant block
2 DATE Date Plant growth date
3 OBSERVED_BY Text Name of Observed 
4 NO_SAMPLE Text No Sample, A and B are in one location where 2 trees grow
5 LATITUDE Text Latitude
6 LONGITUDE Text Longitude
7 HST Numeric Day After Planting
8 HEIGHT_CM Decimal Plant height in centimeters
9 DIAMETER_MM Decimal Plant stem diameter in millimeters
10 STEM Numeric Number of sticks
11 LEAVE Numeric Number of leaves in one tree
12 HARVESTED Numeric Target class (1 = Harvest time or 0 = not yet)

Figure 1. Sample image of sorghum bicolor cv. Samurai-2.
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several attributes with missing values of Han et al. 
(2012). Table 1 presents the attributes of the dataset 
obtained from weekly observations, and the attributes 
ready for use in the modeling process are days after 
planting (HST), height (cm), diameter (mm), leaf, and 
harvest. Experts determine the attributes of the Harvest 
target class, namely, by assessing existing attribute data 
with plant images.

Modeling. The preprocessed dataset becomes the model 
input for the decision tree algorithm at this stage. The 
datasets were analyzed in Python 3.7 using the scikit-
learn library module, which contains several main pack-
ages of classes for split dataset training and tests, classes 
for decision tree models, class confusion matrix, and 
cross-validation. The maximum depth parameter that 
forms the decision tree will not be overly complex in the 
decision tree model. The dataset was divided into two 
data groups. A classification algorithm analyzes training 
data, and test data are used to estimate the accuracy of 
the classification rules. If the accuracy is considered ac-
ceptable, the rules can be applied to classify new tuples 
(Han et al., 2012). The modeling process cycle is from 
modeling to evaluation to analyze the accuracy level of 
the predictions generated from the model.

Evaluation. The evaluation process stage of the out-
put of the modeling process uses confusion matrix 
validation, which aims to achieve model accuracy with 

computational efficiency. The success of this phase is 
indicated by an excellent accuracy value (0.90–1.00) of 
the resulting model (Gorunescu, 2011).

RESULTS

The observation dataset has 1,059 data, including 
statistical data, as presented in Table 2; it consists of 246 
and 813 harvested and unharvested data, respectively. 
The dataset attributes used are HST_days, height_cm, 
diameter_mm, leaf, and one attribute of the harvest 
target class. 

There were 794 and 265 rows of data for training 
and testing, respectively. A model was created with 
the DecisionTreeClassifier package from scikit-learn 
for the training process using training data. It set the 
maximum depth in the decision tree model to 4, making 
the formed decision tree less complex and the cross-
validation parameter tenfold. Gini impurity was used by 
default in the function to measure the quality of a split 
in the DecisionTreeClassifier parameter. The Gini index 
of each attribute was first calculated during the model-
ing process of forming a decision tree. Then, the value 
of each Gini-Split was calculated. The attribute with 
the smallest Gini-Split value was the HST (0.355), so it 
was assigned to the root node, as presented in Figure 2. 
The same procedure was done for the next level to look 
for the selected attributes by calculating the Gini index 
and Gini-Split with the lowest value. Attributes with a 

Table 2. Statistic dataset of sorghum bicolor cv. Samurai-2

HST_days Height_cm Diameter_mm Leaf
Count 1059.00  1059.00 1059.00 1059.00
Mean 67.46 147.82 16.43 9.78

Std 20.90 61.49 5.69 2.27
Min 32.00 0.00 0.00 0.00
25% 46.00 103.00 12.90 8.00
50% 73.00 154.00 17.00 10.00
75% 87.00 196.50 20.40 11.00
Max 99.00 366.00 58.00 17.00

Figure 2. Result of the decision tree sorghum bicolor cv. Samurai-2; HST= days after planting.
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Figure 1. Result of the decision tree sorghum bicolor cv. Samurai-2. 286 
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Gini index of 0 do not need to be calculated and directly 
become leaf nodes. The results of the modeling process 
using the sorghum bicolor cv. Samurai-2 dataset pro-
duced a decision tree for estimating the harvest time or 
not the harvest time, producing 11 leaves and 23 nodes, 
as presented in Figure 2.

The decision tree result indicated that the resulting 
root node was in the HST attribute. That makes the leaf 
node the class in the Harvest target class attribute, con-
taining “Harvested” and “Not Harvested.”

In determining the classification for good accuracy, 
cross-validation was conducted ten times (Witten et al., 
2017). The results of the confusion matrix evaluation are 
presented in Table 3, with cross-validation k-fold is ten 
producing an accuracy value of 0.99 decision tree algo-
rithm for estimation of harvest time of sorghum bicolor 
cv. Samurai-2.

DISCUSSION

Related research uses the same object, namely 
sorghum. However, the objectives, data, and algorithms 
used are different, such as research by Masjedi et al. 
(2019) and Ghosal et al. (2019). Meanwhile, in this study, 
we found the rules for harvesting sorghum based on the 
output of the decision tree model using plant observa-
tion data.

In the process, the target in the dataset is the clas-
sification of harvest time determined by experts based 
on tabular data in the field and plant images, namely, 
“Harvest” and “Not yet Harvested.” Datasets that 
already have classes become input for training and test-
ing data on machine learning models with one of the 
decision tree algorithms, CART. Generally, the machine 
learning methodology involves a learning process to 
learn from “experience” (training data) in carrying out 
tasks and is measured by performance metrics (Liakos 
et al., 2018). The result of accuracy decision tree model 
of this research is 98.86, compared with research by 
Masjedi et al. (2019) using Recurrent Neural Network 
Gated Recurrent Unit (RNN-GRU) with a result of 
R2 is 0.84 and research by Ghosal et al. (2019) using 
Convolution Neural Network algorithm with a result of 
R2 is 0.88.

The output of the decision tree model produces de-
cision tree rules that can be described and implemented 
as a logical model as follows:
Rule 1: IF Day After Planting ≤ 84 days THEN Class is 

“Not Harvested”
Rule 2: IF Day After Planting > 77.5 days AND Day After 

Planting ≤ 84 days AND Diameter ≤ 26 mm 
THEN Class is “Not Harvested”

Rule 3: IF Day After Planting > 77.5 days AND Day 
After Planting ≤ 84 days AND Diameter > 26 
mm THEN Class is “Harvested”

Rule 4: IF Day After Planting > 84 days AND Day After 
Planting ≤ 90.5 days AND Height ≤ 138.5 cm 
THEN Class is “Not Harvested”

Rule 5: IF Day After Planting > 84 cm AND Height ≤ 
138.5 cm AND Leaves ≤ 8.5 THEN Class is “Not 
Harvested”

Rule 6: IF Day After Planting > 84 days AND Height 
≤ 138.5 cm AND Leaves > 8.5 THEN Class is 
“Harvested”

Rule 7: IF Day After Planting > 84 days AND Height > 
138.5 cm THEN Class is “Harvested”

This study used the confusion matrix to analyze 
how well our classifier can recognize tuples of differ-
ent classes. The confusion matrix used for this research 
has two classes presented in Table 3. They are positive 
tuples when harvested and negative tuples when not 
harvested. The positive tuples correctly labeled by 
the classifier are referred to as the 189 true positives. 
Similarly, true negatives are the 57 negative tuples cor-
rectly labeled by the classifier. False positives are nega-
tive tuples that have been incorrectly labeled as those 
six tuples of class harvested that the classifier predicted 
would not be harvested. While false negatives are the 
incorrectly labeled positive tuples, the three tuples of 
class not harvested for which the classifier predicted as 
harvested. For example, three data in false negatives, are 
the first, 87 days after planting with height 202 cm have 
diameter 15.80 mm and have ten leaves. The second, 
87 days after planting, has a diameter of 12.30 mm and 
eight leaves, and the third, 87 days after planting, has a 
diameter of 19.70 mm and 12 leaves. The reality in the 
field is that the three plants do not have harvest charac-
teristics, such as the color of the seeds is not milky yet 
or the seed is not growing yet. The harvest is based on 
the logical rule model generated from the decision tree 
model that the plant age > 84 and height > 138.5 cm were 
harvested.

An example is the rule application from the 
decision tree for the results of the “Not Harvested” 
classification target class based on the tabular data in 
Table 4 and the observation image in Figure 3, sample 
number 33B on March 3rd, 2021, namely, on HST (Day 
After Planting) 94; the suitability of the decision tree in 
Figure 4 or the rule generated by the model expressed as 
follows:
Rule 1: IF Day After Planting ≤ 84 days THEN Class is 

“Not Harvested” (False)
Rule 2: IF Day After Planting > 77.5 days AND Day 

After Planting ≤ 84 days AND Diameter ≤ 26 
mm THEN Class is “Not Harvested” (False)

Rule 3: IF Day After Planting > 77.5 days AND Day 
After Planting ≤ 84 days AND Diameter > 26 
mm THEN Class is “Harvested” (False)

Rule 4: IF Day After Planting > 84 days AND Day After 
Planting ≤ 90.5 days AND Height ≤ 138.5 cm 
THEN Class is “Not Harvested” (False)

Rule 5: IF Day After Planting > 84 cm AND Height ≤ 

Table 3. The results of the confusion matrix evaluation of the 
decision tree model

Predicted
Harvested Not Harvested

Real Harvested 57 6
Real Not Harvested 3 199

Notes: Cross-Validation, Fold: 10;Accuracy: 0.9886039886039887.
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138.5 cm AND Leaves ≤ 8.5 THEN Class is “Not 
Harvested” (True)

Rule 6: IF Day After Planting > 84 days AND Height 
≤ 138.5 cm AND Leaves > 8.5 THEN Class is 
“Harvested”

Rule 7: IF Day After Planting > 84 days AND Height > 
138.5 cm THEN Class is “Harvested”

 
Thus, the sample number 33B is not harvested 

based on the rule model as it matches rule 5. As can be 
seen from Figure 3, the color of the leaves is not dark 
green yet, and we cannot see seeds, although HST (Day 
After Planting) is 94 days.

The next example is the application of the rule from 
the decision tree for the target class “Harvest” based 
on the tabular data in Table 4 and the observation im-
age in Figure 3, sample number 34A on March 3rd,2021, 

namely, at HST (Day After Planting) 94; the suitability of 
the decision tree in Figure 5 or the rule generated by the 
model as expressed as follows:
Rule 1: IF Day After Planting ≤ 84 days THEN Class is 

“Not Harvested” (False)
Rule 2: IF Day After Planting > 77.5 days AND Day 

After Planting ≤ 84 days AND Diameter ≤ 26 
mm THEN Class is “Not Harvested” (False)

Rule 3: IF Day After Planting > 77.5 days AND Day 
After Planting ≤ 84 days AND Diameter > 26 
mm THEN Class is “Harvested” (False)

Rule 4: IF Day After Planting > 84 days AND Day After 
Planting ≤ 90.5 days AND Height ≤ 138.5 cm 
THEN Class is “Not Harvested” (False)

Rule 5: IF Day After Planting > 84 cm AND Height ≤ 
138.5 cm AND Leaves ≤ 8.5 THEN Class is “Not 
Harvested” (False)

Table 4. Dataset date 03/03/2021 sample numbers 32–35

BLOCK DATE OBSERVED
_BY

NO_
SAMPLE LATITUDE LONGITUDE HST HEIGHT

_CM
DIAMETER

_MM STEM LEAF HARVEST

Samurai-2 3/3/2021 Kahfi 32B −646852 10701099 94 222 20,2 1 10 0
Samurai-2 3/3/2021 Kahfi 33A −646841 10701105 94 189 17,6 1 10 0
Samurai-2 3/3/2021 Kahfi 33B −646841 10701105 94 120 12,8 1 8 1
Samurai-2 3/3/2021 Kahfi 34A −646829 10701107 94 184 16,6 1 10 0
Samurai-2 3/3/2021 Kahfi 34B −646829 10701107 94 212 17,2 1 9 0
Samurai-2 3/3/2021 Kahfi 35A −646826 10701102 94 201 16 1 10 0

Figure 3. Citra Date March 3rd, 2021 sample numbers 32–35.
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Figure 2. Citra Date march 3rd, 2021 sample number 32–35. 290 
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Figure 4. Decision tree for sample number 33B
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Figure 3. Decision tree for sample number 33B. 294 

  295 

Note: HST= days after planting.



December 2022      441    

SURADIRADJA ET AL. / Tropical Animal Science Journal 45(4):436-442

Rule 6: IF Day After Planting > 84 days AND Height 
≤ 138.5 cm AND Leaves > 8.5 THEN Class is 
“Harvested” (False)

Rule 7: IF Day After Planting > 84 days AND Height > 
138.5 cm THEN Class is “Harvested”

 
(True) Based on the rule model, the sample number 

34A is harvested as it matches rule 7. As can be seen 
from Figure 3, the color of the leaves is dark green, and 
we can see a milky white seed, indicating that it can 
already be harvested.

CONCLUSION

The decision tree algorithm was found to have an 
accuracy rate of 98.86%, related to an excellent classifica-
tion category. The decision tree algorithm can estimate 
the harvest time of Sorghum bicolor cv Samurai-2. 
According to the rule generated by the decision tree 
model, the right time for harvest is the condition (Day 
After Planting > 77.5 days AND Day After Planting ≤ 84 
days AND Diameter > 26 mm) or (Day After Planting 
> 84 days AND Height ≤ 138.5 cm AND Leaves > 8.5 
pieces) or (Day After Planting > 84 days AND Height > 
138.5 cm).
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